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Abstract 
Background: Machine Learning (ML)-based Biomedical 

Natural Language Processing (BNLP) techniques have 

garnered attention in radiology. However, these models 

typically depend on Word Encodings (WE) trained on 

generic datasets, as radiology-specific word libraries are 

limited. Objective: This study aimed to investigate the 

potential of radiography as a comprehensive database for 

generating Radiology-Specific Word Encodings (RSWE), 

enhancing the efficiency of BNLP tasks, especially in 

processing radiological texts. Methods: A systematic 

evaluation was conducted using WE derived from four 

databases: medical records, biomedical journals, 

Wikipedia, and news sources. Unstructured Electronic 

Medical Record (EMR) data from the Mayo Clinic and 

PubMed Central publications were used to train WE for 

medical-specific sources, while GloVe and Google News 

represented publicly available pre-trained WE for generic 

sources. Analytical evaluation employed medical 

keywords in three categories (illness, symptoms, drugs), 

and a 2-D graphical plot was created for 380 medical  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

words. Numerical evaluation consisted of internal and 

external assessments. Results: Findings revealed that 

RSWE derived from EMR and PubMed Central 

outperformed generic WE, better capturing medical word 

meanings and identifying medically essential terms, 

aligning more closely with expert assessments. 

Conclusion: The study demonstrates the value of 

radiography as a radiology-specific resource for 

generating RSWE, with promising implications for 

improving BNLP in radiology. 

Keywords: Radiology-specific word encodings (RSWE), Medical natural 

language processing (BNLP), Word embeddings (WE), Radiopaedia 

dataset, Electronic health records (EHR) 
 

1. Introduction 

NLP approaches include various technologies used to extract 
valuable information from unstructured texts. It is crucial in 
radiology because it facilitates the conversion of information 
contained in medical images into a textual format, namely the 
radiology record (Pudasaini et al., 2022). Radiology records 
represent a large medical data collection that annotates the 
corresponding medical images. However, their unorganized and 
unrestricted language style sometimes poses challenges when 
transforming them into a computer-friendly structure. Language 
specifications such as RadLex and CT were developed to provide a 
more organized framework for textual information (Langlotz, 
2006). The extensive analysis and organization of this large volume  
  
 
 
 
 
 
 
 

Significance | This study demonstrates Radiology-specific word 

encodings potential in improving the performance of radiology-focused 
BNLP tasks using diverse word embeddings. 
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of unstructured information have created significant opportunities 
for BNLP applications in radiology. 
Historically, NLP systems in radiography were developed using 
syntax-based frameworks to organize unstructured narrative 
material (Nobel et al., 2020). However, rule-based techniques 
require substantial time and resources to develop, as they  
they necessitate the creation of domain-specific tasks (Richardson, 
2007). These approaches are also inflexible in accommodating 
variations in human and institutional behaviors (Liu et al., 2018). 
In recent years, ML techniques have gained popularity due to their 
ability to operate without labor-intensive manual rule creation 
(Sorin et al., 2020). CNN and RNN methodologies have been 
extensively applied to text-categorization tasks, such as identifying 
lung embolism or bronchitis in radiology reports (Banerjee et al., 
2019). 
A crucial stage in several ML-based NLP models involves 
converting words into vector-based representations, known as WE 
(Shetty & Mahale, 2023). GloVe and word2vec are widely used 
techniques for generating WE and have been applied in many BNLP 
models (Johnson et al., 2024). Studies have shown that initializing 
WE with domain-specific data leads to improved outcomes 
(Neelima et al., 2024). However, radiology NLP models often rely 
on WE trained on broad corpora or their training sets (Yuan et al., 
2019). It is hypothesized that WE trained on a radiology-specific 
dataset may effectively capture the underlying medical ontology, 
improving model performance in BNLP tasks. 
An increasing body of research explores using text extraction and 
WE algorithms for analyzing EMR data. For instance, Miotto et al. 
(2016) aimed to leverage patient data in clinical notes using DL 
techniques (Sindhusaranya et al., 2023). However, the study showed 
that plain text could not be effectively utilized as meaningful 
attributes in these algorithms. Instead, the authors used medical 
ontologies to extract patient phenotype terms and employed WE 
methods like word2vec to transform text into a DL-compatible 
format. Other researchers have developed similar approaches, 
encoding diagnoses, procedures, and prescriptions into vectors to 
enhance prediction accuracy (Pham et al., 2016). 
Furthermore, Liu et al. (2018) trained WE for clinical abbreviation 
expansion, achieving accuracy comparable to skilled humans. 
Another study developed an automated system for removing 
personal medical data using WE and RNN models (Yang et al., 
2019). Despite the progress made in analyzing clinical descriptions 
in EMRs using WE, little research has focused on applying WE to 
structured medical codes. One study used a skip-gram model to 
generate vector representations of medical codes and introduced a 
prediction technique, Patient-Diagnostic Projection Similarity 
(PDPS), which outperformed logistic regression in prediction tasks 
(Ma et al., 2020). 

Lastly, Li et al. (2019) developed an enhanced version of Word2Vec 
and PDPS, which allows data integration from multiple sources 
without sharing individual-level information. This study also 
explored the potential of radiography as a radiology database for 
developing RSWE, which could improve BNLP task performance in 
radiological texts. 
 
2. Materials and Methods 
The primary text from Radiopaedia entries in 2021 was extracted, 
together with their corresponding "System" label(s), using Python 
(Richardson, 2007). No articles were omitted. The text from 
Radiopaedia instances was excluded. The text underwent 
preprocessing using word tokenization. Commonly used English 
stop-words such as "the" punctuation marks, capitalizing, and 
special characters have been eliminated. Tokens were created by 
splitting words that included punctuation or special characters at 
the location where a character was deleted. The WE used in this 
study were acquired from Stanford NLP, a corpus containing 
5 billion tokens. Figure 1 provides a summary of the features of the 
article database. 
2.1 Analytical and Numerical assessment 
We systematically chose medical terms from three distinct medical 
WE categories: disease, symptom, and medication. WE derived 
from four distinct datasets were used to calculate the five most 
comparable terms to each chosen medical term based on cosine 
likeness. We thoroughly examined the semantic relationship 
between the desired term and the most associated words. Let 
𝑤𝑤1 𝑎𝑎𝑎𝑎𝑎𝑎 𝑤𝑤2 be two distinct words. The relationship between 
𝑤𝑤1 𝑎𝑎𝑎𝑎𝑎𝑎 𝑤𝑤2 can be described as:  
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅ℎ𝑖𝑖𝑖𝑖(𝑤𝑤1,𝑤𝑤2) = 𝜕𝜕1.𝜕𝜕2

‖𝜕𝜕1‖‖𝜕𝜕2‖
     

 (1) 
Where 𝜕𝜕1 𝑎𝑎𝑎𝑎𝑎𝑎 𝜕𝜕2 are the vector depictions for 𝑤𝑤1 𝑎𝑎𝑎𝑎𝑎𝑎 𝑤𝑤2, 
respectively. If the desired word is a medical phrase p1 composed of 
many words, denoted as 𝑝𝑝1 = 𝑤𝑤1,𝑤𝑤2,𝑤𝑤3, … …𝑤𝑤𝑤𝑤, the 
relationship function is modified accordingly. 
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅ℎ𝑖𝑖𝑖𝑖(𝑝𝑝1,𝑤𝑤2) = 𝜑𝜑1.𝜑𝜑2

‖𝜑𝜑1‖‖𝜑𝜑2‖
    

 (2) 
where 𝜑𝜑1 = (1

𝑛𝑛
)∑ 𝜕𝜕𝜕𝜕𝑛𝑛

𝑖𝑖      

  (3) 
Equation (3) is the depiction for 𝑝𝑝1 in the WE space. We ranked the 
terms in the vocabulary by assessing their resemblance to the target 
word. From this ranking, we selected the five words that were rated 
highest. 
 
To demonstrate various facets of medical notions represented by 
WE learned from distinct databases, we obtained 380 medical 
phrases from the collection. We subsequently displayed the WE for 
these medical phrases in a 2-D plot using t-distributed WE. Figure 2 
displays groups of medical phrases in the WE. Figure 2a illustrates  
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Figure 1 Summary of the features of the article database 
 

 
Figure 2 Groups of medical phrases in the WE 
 

 
Figure 3 A 2D t-distributed RSWE map, representing the 50-three-dimensional Radiopaedia WE. 
 

 
Figure 4 Categorization of errors in article labeling for Radiopaedia 
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Figure 5 Systematic evaluation of RSWE derived from four distinct databases 
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a grouping of signs and symptoms, including burning sensations, 
nausea, and vomiting, derived from the WE learned on EMR. 
Figure 2b displays a grouping of antibiotic drugs, including 
bacitracin and chloramphenicol, as determined by PubMed WE. 
Figure 2c and 2d show groups of symptoms derived from the GloVe 
and Google News WE, respectively. As we failed to employ any 
grouping technique, these groupings were detected based on 
intuition from the 2-D graphic. A comprehensive depiction of the 
whole collection of 380 medical phrases is shown, using WE derived 
from four distinct databases. 
An analysis of the k-means clustering of the WE demonstrated that 
GloVe successfully grouped words with similar meanings together. 
Figure 3 displays the RSWE map with a t-distribution and provides 
a selection of sample words from certain locations. Specific clusters, 
like the Group 17 cluster, seem to have less clearly defined borders 
for their points. This might be because a single t-distributed RSWE 
map is ineffective in visualizing non-metric connections. The t-
distributed RSWE graphic demonstrates that the GloVe model 
successfully captured the semantic relationships between words by 
properly clustering related keyword groupings in close proximity. 
Figure 4 depicts the categorization of errors in article labeling for 
Radiopaedia. Figure 4 illustrates the range of error types across the 
101 randomly chosen erroneously tagged articles for every model. 
A chi-square test was conducted to determine the degree of 
homogeneity for every set of models with identical parameters. Our 
research has shown that articles from Radiopaedia.org may serve as 
a radiology database for training WE (Radiopaedia). These 
WE possess a robust internal comprehension of medical 
terminology and enhance the efficiency of a model on a radiology-
focused BNLP task. The significant improvement in similarity 
completion effectiveness, seen when comparing the top accuracies 
of Radiopaedia-trained RSWE, suggests that the outputs of these 
WE are more closely aligned with the actual truth. The use of 
Radiopaedia RSWE in models resulted in a considerable 
improvement in matching accuracy. Specifically, there was a 6-12% 
gain at 50-D and 100-D and around 3.5% gain at 150-D and 200-D, 
which were numerically significant.  
Figure 5 illustrates the systematic evaluation of RSWE derived from 
four distinct databases. The EHR-RSWE is better than all the others 
because it gets the best scores in every category, with an F1 score of 
0.900, a Precision score of 0.919, and a Recall score of 0.903. Based 
on these results, the WE made from EHRs works best for radiology-
specific tasks compared to the other options that were looked at. 
The Google News-RSWE also does well, especially in Recall (0.905), 
which shows that it can find related words correctly. The 
performance of MedLit and GloVe WE is about the same as that of 
EHR and Google News WE, but it is a little worse. This suggests that 
while they work, they might be unable to capture the complexities 
of radiology like EHR encodings thoroughly do.  

 
3. Conclusion 
This research demonstrates the application of radiography as a 
comprehensive radiology library to develop radiology-specific 
word encodings (RSWE). Through a comparative analysis of four 
Word embedding (WE) sources—Electronic Health Records 
(EHR), PubMed Central, GloVe, and Google News—the study 
identified that RSWE derived from EHR data significantly 
outperformed others in radiology-specific BNLP tasks. The EHR-
RSWE demonstrated the highest scores across F1, Precision, and 
Recall metrics, suggesting its superior capability in capturing the 
intricate nuances of medical terminology. Additionally, the analysis 
showed that embeddings trained on domain-specific corpora like 
EHR and PubMed Central offer higher prediction accuracy and 
better clustering of medical terms compared to general-purpose 
models like GloVe and Google News. The results indicate that 
utilizing RSWE from radiology-specific datasets such as 
Radiopaedia can substantially enhance the performance of machine 
learning models in medical NLP tasks, thus improving the accuracy 
and efficiency of clinical decision-making in radiology. 
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